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Administrative

 Now assignment 3 is on the web: self-regulated open book examination.
- Short questions every week: let’s say 1 to 3 questions,
- 40% of the total mark,
- Individual assignment,

- Due on Aug 3™,



Where we are

Supervised
Learning

= | CR (week2)
= SVM (week5)
= CNN (week8)
= RNN (week10)

= GMM (week3)
= HMM (week4)
= PCA (weekb)

= VAE (week12)
= GAN (week12)

= DQON (week14)

= PG (week14) Reinforcement

Learning

Unsupervised
Learning



You are going to learn

1 Introduction to HMM

d Three problems in HMM
- Evaluation problem
- Decoding problem: Viterbi algorithm
- Learning problem: Baum-welch algorithm



Gaussian Mixture Model (GMM) vs Hidden Markov Model (HMM)

GMM

= j1: Mixing coefficient
= 1, : Mean of K" Multivariate Gaussian
= 5, : Covariance of K™ Multivariate Gaussian

= 7 :Llatentvariables

®@*@
xos

HMM

it Initial state probabilities x!
a : Transition probabilities

b : Emission probabilities

Z : Latent variables



Applications of Hidden Markov Model

Part of speech tagging

Speech recognition

Times flies like an arrow
Flies fly

Time series analysis

Open 677,77 High 67551 Low 572.00 Last 675,12 Wolume 161 Chg +1.59 (+0.24%) «

o (Daily) 676,19 - 620
0] 57162

o
4(50)
a020)

| like to eat an apple
| like to it an apple




An example: is your boss Happy or Sad?

Happy Sad = [nitial state probability: 7=p(z,)
Happy Sad
0.7 0.3

\ ! = Transition probability: p(z, |z, )

: Happy (z') | Sad(z?)
= Smile
= Gloomy Happy (z')
Sad (z?)
Ha Sad Ha
@ Ly a;; a3 bRy = Emission probability: p(x,|z,)
b, | b, b Happy (1) | Sad(2)
EANC AN
2
Smile Smile Gloomy Gloomy (x?)




Three major problems in HMM

Evaluation
problem

Decoding
problem

Learning
problem

ma, b, X p(X] m, a, b) Given a set of observation sequences X= x4, X,, ..., X, and
the HMM parameters (7, a, b), obtaining the probability
p(X| mt, a, b)

e.g.) after observing “Smile-Smile-Gloomy”, what is the probability that your boss is happy now?

i a, b, X p(Z|X, m,a, b) Given a set of observation sequences X=Xy, X,, ..., X, and
the HMM parameters (mT, a, b), obtaining the optimal state
seguences

e.g.) after observing “Smile-Smile-Gloomy”, what is his emotional state (happy-happy-sad)?

X p(X] T, a, b) Given a set of observation sequences X=Xy, X,, ..., X,
adjusting the HMM parameters (7, a, b) to maximize the
probability p(X| m, a, b)

e.g.) Which parameters of HMM generate the observed data (Smile-Smile-Gloomy)?



Evaluation problem



Starting from data observed

= j1: Initial state probabilities

Happy Sad
6/9 3/9

1/4

R
\/
1/5 Happy Sad
/\ /\ Happy 3/4 1/4
Sad 1/5 4/5
Smile Gloomy Smile Gloomy

(4/6)  (2/6) (1/4)  (3/4)

= g: Transition probability

= b : Emission probability

Happy Sad

10

Smile

Gloomy

Smile

Gloomy

4/6

2/6

1/4

3/4




Evaluation problem

: . 5
d What is the probability to observe the data sequence below? « 7 Initial state probabilities

- p(X]| m, a, b)
Happy Sad
6/9 3/9
@—* Happy ) — (Happy ) — ( Happy
6/9 3/4
,4/6 | 2/6 Il 4/6 = g: Transition probability
@ @ @ Happy Sad
Happy 3/4 1/4
Sad 1/5 4/5
Cases Probability (it x b xa x b xa x b)
p(Smile-Gloomy-Smile| 7, a, b) 6/9x4/6x1/4x3/4x1/5x4/6=0.0111 = b: Emission probability
Happy Sad
Cases Probability (tx b xax b xa xb) Smile | Gloomy | Smile | Gloomy
p(Smile-Gloomy-Smile| m, a, b) 6/9x4/6x3/4x2/6x3/4x4/6=0.0556 4/6 2/6 1/4 3/4

11
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Decoding problem with Viterbi algorithm



Decoding problem

O Which sequence of hidden state is likely to generate observed X?

13

- p(ZlX, T, a, b)

Yo e s

= j7: Initial state probabilities

Happy

Sad

6/9

3/9

= g: Transition probability

Happy Sad
Happy 3/4 1/4
Sad 1/5 4/5

= b: Emission probability

Happy

Sad

Smile

Gloomy

Smile

Gloomy

Cases Probability (txbxaxb xaxb)

p(H-H-H| X, 7, a,b) | 6/9x4/6x3/4x2/6x3/4x4/6 0.0556
p(H-H-S| X, 7,a,b) | 6/9x4/6x3/4%x2/6x1/4x1/4 0.0046
p(H-S-H| X, 7, a,b) | 6/9x4/6x1/4x3/4x1/5x4/6 0.0111
p(H-S-S| X, 7t,a,b) | 6/9x4/6x1/4x3/4x4/5x1/4 0.0167
p(S-S-H| X, 7m,a,b) | 3/9x1/4x4/5x3/4x1/5x4/6 0.0067
p(S-H-S| X, 1t,a,b) | 3/9x1/4x1/5%x2/6x1/4x1/4 0.0003
p(S-H-H| X, 7, a,b) | 3/9x1/4x1/5x2/6x3/4x4/6 0.0028
p(S-S-S| X, m, a, b) 3/9x1/4x4/5x%x3/4x4/5x1/4 0.01

4/6

2/6

1/4

3/4




# of evaluation exponentially increases

1 The evaluation cost increases exponentially as the number of hidden variables increases.
L (# of hidden states)(# of observations) nympers of evalutions is required
- # of classes / # of hidden states: 6

- # of observations: 3

- 6% number of evaluation is required. Adjective

Preposition

() (o) — (o
» @ &

14



Decoding problem: p( |X, i, a, b)

O Three algorithms in the decoding problem:

_ Forward algorithm Forward-Backward algorithm Viterbi algorithm

Notation p(Zk | Xl:k) p(zklxl;n) p(zl:n I Xl:n)

15



Decoding problem: p( |X, i, a, b)

O Three algorithms in the decoding problem:

Forward algorithm Forward-Backward algorithm Viterbi algorithm

Notation E p(Zk | Xl:k) E p(zklxl;n) p(zl:n I Xl:n)

16



Decoding problem: p( |X, i, a, b)

O Three algorithms in the decoding problem:

_ Forward algorithm @ Forward-Backward algorithm Viterbi algorithm

Notation P(Z ] Xp4) P(2 | X1.0) P21 X0.0)

--------------------------------------------------

17



Decoding problem: p( |X, i, a, b)

O Three algorithms in the decoding problem:

_ Forward algorithm Forward-Backward algorithm Viterbi algorithm

Notation Pz X1, p(z,1%y.) P20 %1.)

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

18



Prerequisite items you need to know before going further

d Marginalization
d p(A,B,C) =p(A)p(B|A)p(C|A,B)
d p(A,B,C|D)=p(A|D)p(B|A,D)p(C|A,B,D)

19



Marginalization

O Marginalization is a procedure to get rid of an influence of the other random variables

from a joint distribution.

O Ajoint distribution, p(z, x), can be represented as p(x) or p(z) by marginalization out or
over the variable z or x, respectively.

- Marginal distribution of z, p(z) is the result of marginalization over x in p(z,x),

- And vice versa.

X,(Smile) | x,(Gloomy) X,(Cry)
z, (Happy) | p(z3,%;) p(z4,%,) p(z;x,) | plzy)
z,(Sad) p(z,,%y) p(z,,%,) p(z,x,) | p(z,)
p(x,) p(x,) p(x,)

20

p(x) = p(x,2)

= Marginal distribution of X

= Marginalization out z

p(2)=>. p(x,2)

= Marginal distribution of z
= Marginalization out x



Marginalization — cont.

Li=r X122
z.,= Happy | pl(z.,=Happy z.,, x;,,)
z,_,= Sad p(z.,=Sad z,_,, X;.,)
P(Zi-) X1.0)

Z e{Happy, Sad} P(Z,,%,) = Zzl P(Zy, 2,0 %)

X &{Smile, Gloomy} = p(z, = happy, 2,,X,,) + p(z, = sad, 2,,X,,)

21



p(A,B,C) = p(A)p(B|A)p(C|A,B)

p(x,y) = p(x|y)p(y) -
Product rule / Chain rule p(C, B, A) — p(C; B | A) p(A)

P(A,B,C)=p(C,B|A)p(A) p(C,B,A) = p(C|B,A)p(B, A)

— p(C,B|A)p(A)=p(C|B,A)p(B,A)

=p(C|B,A)p(B|A)p(A
p(C|B,A)p(B|A)p(A) p(C’BlA):p(C|BF,),(A:Z\)p(B,A)

= p(C|B,A)p(B[A)

P(A,B,C)=p(A)p(B|A)p(C|A, B) o

22



p(A,B,C|D) = p(A|D)p(B|A,D)p(C|A,B,D)

p(A,B,C,D)=p(C,B, A D)
P(A,B,C[D)p(D)=p(C|B,AD)p(B,AD)

pP(C|B,AD)p(B, A D)

A B,C|D)=
p( D) o(D)

_p(C|B,AD)p(B|A D)p(A D)
p(D)

_p(C|B,AD)p(B|A D)p(A|D)p(D)
p(D)

p(A,B,C|D)=p(A|D)p(B|AD)p(C|AB,D)

23



Forward-Backward algorithm

------------------------------------------------------------------------------------------------------

Forward probability Backward probability

24



1) Forward probability (a)

LN}
ov®® "a,
°*

p(Zk y X Xy ey Xk) =, Zk)}z Zz p(Zk_l, Zy s Xy Xopenny Xk) marginalization
k-1

-
. .
‘.

A B C
:ZZ P(Z, 1 X X ey Xo 1, 21, X ) PIABC) = p(A)p(BIA)P(CIAB)
k-1

a,(z,) = sz_l P(Zgr X0 Xgrees X)) PAZy | 200 X X s X g ) POy | 2400 Z g0 X0 Xy Xy g)

=2 P(Z X X X 1) P(2 L 240) POX | 24)
P(z,, %) = p(z,) p(X | z,) =7, b,

25 .’lIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII:



2) Backward probability (B)

LN}
ot tea,
*

POirreens o 1 2) SBAZE= D P(Zirs Xsgoons X 1 2) maveinalization

L4
...

A d
.
lllllll

A B C D p(A,B,C|D) =
k+1

p(z) = sz+1 P(Zii1 | Z) PXiaa | Zians ) P(Xiizee0 X | X Ziaas i)

N szﬂ p(zk+1 | Zk) p(Xk+1 | Zk+1) p(Xk+2""’ X | Zk+1)

llllllllllllllllllllllllllllllllllllllllllllllllllll

llllllllllllllllllllllllllllllllllllllllllllllll

26



Now we know probabilities of forward and backward

Forward probability a

u
lllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
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Back to Forward-Backward algorithm — cont.

D24 Xen) = P2y X Xgrrrs X Xy Xo)

— p(zk’xl’XZ""’Xk) p(Xk+1""’Xn | Zk)
1) Forward probability ~ 2) Backward probability

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

: a (z.)a b k=2 i i
OKk(Zk)ZLZZ“ ARk LIk K =1 ﬂk(zk):Z:szrl ak,k+1bk+1ﬁk+1(zk+1)

* *
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
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Viterbi Decoding

d It is an algorithm which determines the label sequences(z,.,) from observed data.

29



Viterbi Decoding — cont.

P(AB)=p(A)p(B|A)
P(B|A) < p(B, A)

Z;n — arg max p(zl:n | Xl:n) — arg Mmax p(zlzn 1 Xl:n)

Z1n Z1n
Vi(z) = max P(Zyy X)) = Mmax P(Zyses Zicgs X ¥ Zin Xy )
k-1 Lk-1
= MaxX p(Zk,Xk | 211 Zk -1 1’ Xk 1) p(21’ Zk—l’ Xl""’ Xk—l)
Zpk-1 > Z, 4 only affectsto Zy

=max p(z,, X | Z,_4) P(Zyseeer Zp gy Xgrerr X q)

Z1k1

_maxp(z,x|z )maxp(z, v Zy gy Xyyeeey Xo 1)
e Y p(A,B]C) = p(A|C)p(BI A,C)

= max p(zk1xk | Zk Na(z ) = maX p(xk |2, 2,4) P(Z | 2 V4 (2 )
Emission probability “b” Transition probability “a”

"""""""""""""""""""""""""""" — p(xk | Zk) n;ax p(zk | Zk—1)Vk—1(Zk—1)
30 N oot o S



Viterbi Decoding — cont.

 Initialize

Vi(z,) =b mzax 8,,Vo(Z0) =By,

 Iterate until time k — n

Select a link which maximizes the connection
Vk (Zk) = bk maxa, , ka—l(Zk—l) from Z_(k-1) to Z_k. See the example in the next slide.
Z )

k-1

From above, we are interested in the series of “z,..”, which maximizes V,(z,).

Z;n — arg rT;aX p(zl:n | Xl:n) — arg IT;aX p(zl:n’ Xl:n)

In In

31
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Decoding examples with Viterbi algorithm



Example: observed data sequence: Smile-Gloomy-Gloomy

d What is the sequence of hidden states which generates “Smile — Gloomy — Gloomy”?

0 Happy

9 Sad = 77 initial = g:transition = b:emission
Happy | Sad Happy | Sad Happy Sad
6/9 3/9 Happy 3/4 1/4 Smile | Gloomy | Smile | Gloomy
Sad 1/5 4/5 4/6 2/6 1/4 3/4
6/9 —
Cases Probability (tx b xax b x a x b)

~ p(H-H-H| X, m, a, b) 6/9x4/6x3/4x2/6x3/4x2/6 0.02778

p(H-H-S| X, m, a, b) 6/9x4/6x3/4x2/6x1/4x3/4 0.02083

3/9 p(H-S-H| X, m, a, b) 6/9x4/6x1/4x3/4x1/5x2/6 0.00556

p(H-S-S| X, m, a, b) 6/9x4/6x1/4x3/4x4/5x3/4 0.05000
p(S-S-H| X, m, a, b) 3/9x1/4x4/5x3/4x1/5x2/6 0.00335
p(S-H-S| X, m, a, b) 3/9x1/4x1/5x2/6 x1/4x3/4 0.0009
p(S-H-H| X, m, a, b) 3/9x1/4x1/5x2/6x3/4x2/6 0.0014
p(S-S-S| X, m, a, b) 3/9x1/4x4/5x3/4 x4/5 x 3/4 0.03

4/5

33




Example: observed data sequence: Smile-Gloomy-Gloomy

Happy 6/9x4/6=0.444

Sad 3/9x1/4=0.083

34



Example: observed data sequence: Smile-Gloomy-Gloomy

V,(2,) =D, mzax a, ,V1(2y)

I N 7 R T N

Happy 6/9x4/6=0.444 3/4x2/6xv(z1-happy)=0.111
1/5 x 2/6 x v(z1-sad) = 0.00553

Sad 3/9x1/4=0.083 1/4x3/4 xv(z1-happy)=0.0833
4/5 x 3/4 x v(z1-sad) = 0.0498

35



Example: observed data sequence: Smile-Gloomy-Gloomy

V,(2,) =D, mzax a, ,V1(2y)

NG Ve v

Happy 6/9x4/6=0.444 3/4x2/6xv(z1-happy)=0.111

1/5 % 2/6 xvlz1-sad) = 0.00553

Sad 3/9x1/4=0.083 1/4x3/4 xv(z1-happy)=0.0833
4/5-%3 /4 {z1-sad)=0-0498

36



Example: observed data sequence: Smile-Gloomy-Gloomy

Vs(z;) =D, mzax a, 5V, (2,)

I N R - R -

Happy 6/9x4/6=0.444 3/4x2/6xv(z1l-happy)=0.111 3/4 x 2/6 x v(z2-happy) = 0.0278
/5% 2f6xHzl-sad}=000553 1/5x2/6 xv(z2-sad) = 0.00556

Sad 3/9x1/4=0.083 1/4x3/4xv(z1-happy)=0.0833 1/4 x3/4 x v(z2-happy) = 0.0208
4/5 %3 /4 x{z1-sad}=0-0498 4/5 x 3/4 x v(z2-sad)= 0.04998

37



Example: observed data sequence: Smile-Gloomy-Gloomy
V,(2;) =b, max a2,3V2(Zz)

3/4

1. &
/ 1 /4°
o0
n q VA 2
el 1
3/9 1_/50" |
11/ €D
[ 2
. /50 _1/_50
4/50

I N R - N -

Happy 6/9x4/6=0.444 3/4x2/6xv(z1l-happy)=0.111 3/4 x 2/6 x v(z2-happy) = 0.0278
1/5 % 2/6 xwlzl-sad)}=0.00553  1/5x2/6 xw{z2-sad)}=0.00556

Sad 3/9x1/4=0.083 1/4x3/4xv(:1 happy)=0.0833 1f4x3/4Hz2-happy)}=0-0208
4/5 %3 /4 x{z1-sad}=0-0498 4/5 x 3/4 x v(z2-sad)=0.04998

38 Z,., =) HAPPY > SAD > SAD
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Learning Problem with Baum-Welch algorithm



Prerequisite items you need to know before tackling Baum-Welch algorithm

d Lagrange method
d Jensen’s inequality
J Generalized Expectation and Maximization (EM)



Lagrange method

d A method which converts a constrained optimization problem to
a non-constrained optimization problem.

min  f(x,y)=x"+Vy’
‘ min  f(x,y,4)=x*+y*+ A(x+y—-100)

st x+y=100

of (x,¥,4) _
OX

of (x,¥,4) _
Y

of (x,¥,4) _
oA

0

0

0

41



Jensen’s inequality

(d When a function is convex or concave, the following inequality condition is satisfied.
Convex function Concave function

E[f(X)]> f(E[X]) E[f (X)]< f(E[X])

f(x)

A g A

f(tx, +@-t)x,)

tf (x.) + A=) (%) tf (x,)+@—t) F(x,)

f(tx, +(@-1t)x,)

X tx, + (1-t)x, %o Xa tx, + (1-t)x, %o

42



Generalized EM method

 Log likelihood function? {7, a,b}ed
In p(X |(9) =In Z p(X Z |6’) -------- > Marginalize over Z
Z
X,Z|6

=In) q(Z) P( (Z)l )

Z ! P EIXT= Y (%)
~InE {P(X,Z Iﬁ)}
o Z

q(Z)

Jensen’s inequality (a log function is concave)

::.fg_iEZ,n{p(X,ZIH)} 4 R(EIXD) 2 ELF(X)]
q(Z)

>E,[Inp(X,Z10)]-E,[Inq(z)]

> 0(Z)In p(X,Z]6)-> a(Z)Inq(Z)

43



Generalized EM method — cont.

Inp(X[60)>» q(Z)Inp(X,Z|6)->.4(Z)Inq(Z)

=  Product rule

>3 q(2)InpZ [ X,0)p(X[0)->.a(Z)Ina(Z)  pneio-palcpEa0
Z Z

,0)p(X 10)
q(Z)

>y q(z)In PEIX

p(Z]X,0)
ZZZ:Q(Z)"] 0(2) +ZZ:CI(Z)|HIO(X|9)

IV

p(Z|X,0)
Zzlq(Z)In 0(2) +In p(X | 6)

q(Z)
p(Z]X,0)

>In p(X 6)-> a(Z)In

44



Generalized EM method — cont.

L(q,0) > Inp(X |9)—§Zq(Z)In ;

llllllllllllllllllllllllllllllllll

(Z1X.0):

¥

O Kullback-Leiber divergence, or KL divergence: KL (q(z)| | p(z]z,8))
O When q(z) is equal to p(Z| X, 6), KL divergence becomes 0 which is the minimum value (KL >0).

o [ )
KL(q;
(allp) Inp(X6)=In>"p(X,Z|0)
S S ’
L(q,0) Inp(X|0)
3 y

45



Learning problem: Baum-Welch algorithm

d Same as other machine learning algorithms, the learning problem is to find parameters of a
model (HMM) which explains the observed data set X.

- p(X]| m, a, b)

- 1) r (initial state probability), 2) a (transition probability), 3) b (emission probability)
L We have two sets of unknown variables:

1) Hidden variable z which is a sequence of classes/clusters,

2) Its relevant parameters: (77, a, b)
d Same as GMM case, the log-likelihood function of HMM cannot be solved analytically

d We need to apply Expectation and Maximization method, which is called Baum-Welch
algorithm in HMM.

46



Learning problem: Baum-Welch algorithm: Expectation step

O Expect the sequence of hidden variable “z.” given X, i, a, b
- p(Z|X, m, a, b)
- The three parameters of HMM is from M-step (or randomly initialized in the first iteration).
- 1) r (initial state probability), 2) a (transition probability), 3) b (emission probability)

47



Learning problem: Baum-Welch algorithm: Maximization step

O Maximize the log likelihood function to find the parameters of HMM given the sequence
of hidden variables “z.” and observation “X”

m@aqu(Z)ln p(X,Z|0) Inp(X |6)=> a(Z)Inp(X,Z|6)-> a(Z)Inq(Z)

" n q(Z)
T?ﬁ(; p(z| X,ﬂ,a,b)ln(ﬂga“,klk_!bkj Inp(X[6)=Inp(X |9)_Zzlq(Z)In p(Z | X,0)

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

maxz p(z| X, 7,a, b)(lmelnak 1k+ZInb j :

z,a,b Optimization problem

using Lagrange method

S.t.

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll



Learning problem: Baum-Welch algorithm: Maximization step

o __ P =1X,7,a,b)
K

T Evaluation problem HHHSHSS
I _
Zp(z1 =1| X, 7, a,b) H| s
)= H | 2/4 | 2/4
- S|1/3|1/3
Zi_ :1,zj:1 X, ., ,b = Numerator
(t+1) ; p( i t | v & t) - Count transits from one hidden variable to the other
a(i,J') T _ = Denominator
Z p(Zt'_1 =1| X,7,,a,b,) - Count the hidden variable: see example above
t=2
T | _ _ HHHSHSS
> p(z; =1| X, 7, a,b)5(idx(x) = j) = Numerator
ptH) — t=L - Count occurrence of the random l l l l l l l
(i) T i variable (x) in which you are interested SCSSCSC
Z p(zt =1 X’”t’aT’bt) from a particular hidden variable.
t=1 = Denominator Happy Sad

- Count the hidden variable appeared. Smile | Cry | Smile | Cry

2/4 | 2/4 | 2/3 | 1/3

49



Learning problem: Baum-Welch algorithm

{ » |nitialize the parameters: ©°

= Expectation: finding Z given 6, X
= p(Z|X, m, a, b): decoding problem

Il

Maximization: finding ©t given X, Z

Expectation
Step

Maximization
Step .

L The process is repeated until the three parameters of HMM do not change much.
- 1), 2) a (transition probability), 3) b (emission probability)

50
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Backup slide
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Decoding example with Viterbi algorithm —(2)



Example: observed data sequence

: Smile-Gloomy-Smile

= b:emission

= j7:initial = g:transition
Happy Sad Happy | Sad Happy Sad
6/9 3/9 Happy 3/4 1/4 Smile Cry Smile Cry
Sad 1/5 4/5 4/6 2/6 1/4 3/4
3/4
1 Cases Probability (tx b xax b x a x b)
6/ 1/ p(H-H-H| X, m, a, b) 6/9x4/6x3/4x2/6x3/4x4/6 0.0556
p(H-H-S| X, m, a, b) 6/9x4/6x3/4x2/6x1/4x1/4 0.0046
A p(H-S-H| X, m, a, b) 6/9x4/6x1/4x3/4x1/5x4/6 0.0111
L 3/4 1 p(H-S-S| X, m, a, b) 6/9x4/6x1/4x3/4x4/5x1/4 0.0167
p(S-S-H| X, m, a, b) 3/9x1/4x4/5x3/4x1/5x4/6 0.0067
3/3 p) p(S-H-S| X, m, a, b) 3/9x1/4x1/5x2/6x1/4x1/4 0.0003
p(S-H-H| X, m, a, b) 3/9x1/4x1/5x2/6x3/4x4/6 0.0028
1 p(S-S-S| X, m, a, b) 3/9x1/4x4/5x3/4x4/5x1/4 0.01
2
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Example: observed data sequence: Smile-Gloomy-Smile

Happy 6/9x4/6=0.444

Sad 3/9x1/4=0.083
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Example: observed data sequence: Smile-Gloomy-Smile

V,(2,) =D, mzax a, ,V1(2y)

U NE L van L va)

Happy 6/9x4/6=0.444 3/4x2/6xv(z1-happy)=0.111
1/5 x 2/6 x v(z1-sad) = 0.00553

Sad 3/9x1/4=0.083 1/4x3/4 xv(z1-happy)=0.0833
4/5 x 3/4 x v(z1-sad) = 0.0498

55



Example: observed data sequence: Smile-Gloomy-Smile

V,(2,) =D, mzax a, ,V1(2y)

NG Ve v

Happy 6/9x4/6=0.444 3/4x2/6xv(z1-happy)=0.111

1/5 % 2/6 xvlz1-sad) = 0.00553

Sad 3/9x1/4=0.083 1/4x3/4 xv(z1-happy)=0.0833
4/5-%3 /4 {z1-sad)=0-0498
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Example: observed data sequence: Smile-Gloomy-Smile

Vs(z;) =D, mzax a, 5V, (2,)

I N R - R -

Happy 6/9x4/6=0.444 3/4x2/6xv(z1l-happy)=0.111 3/4 x4/6 x v(z2-happy) = 0.0555
1/5x2f6xHzl-sad}=000553 1/5x4/6 xv(z2-sad) =0.0111

Sad 3/9x1/4=0.083 1/4x3/4 xv(z1-happy)=0.0833 1/4 x 1/4 x v(z2-happy) = 0.0069
4/5%3 /4 {z1-sad}=0-0498 4/5 x 1/4 x v(z2-sad)= 0.01666
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Example: observed data sequence: Smile-Gloomy-Smile

Vs(z;) =D, mzax a, 5V, (2,)

I N R - R -

Happy 6/9x4/6=0.444 3/4x2/6xv(z1-happy)=0.111 3/4x4/6 x v(z2-happy) = 0.0555

1/5 % 2/6 xvlzl-sad)}=0.00553  1/5x4/6xz2-sad}=0.0111

Sad 3/9x1/4=0.083 1/4x3/4xv(z1-happy)=0.0833 1f4x1/4H{z2-happy)}=0-0069
4/5%3 /4 {z1-sad}=0-0498 4/5 x 1/4 x v(z2-sad)= 0.01666
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